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1.0 Introduction

An Etherng-based data acquidtion sysem, for which all active components are commercidly
avalable, is described. The VME crates are read out using Single Board Computers (SBC) running
Linux, and the data is transmitted through network switches to the Leve 3 filter nodes. A commodities
based system has nanageable schedule risk since the resources and personnd required to support the
project are widdy avalable. Such a sysem dso presents the advantage of being very flexible in the
light of possible future upgrades.

This document is organized as follows. in Section 2, the DA readout architecture and the existing
implementations are explained. Section 3 is a detailled description of both hardware and software for
the ethernet-based system, and Section 4 proposes a method for a smooth transtion between the
exiging and the new sysem. The Work Breskdown Structure (WBS) is given in Section 5, with the
methods used to determine the effort needed to complete the various tasks explained in Section 6.
Section 7 describes the derivation of the cost estimate.

2.0 D@ Readout Specifics

2.1 General Architecture

In this document, a readout crate is understood to be a crate, which provides raw event data from the
detector. To accommodate a 7.5 MHz collison rate, D@ uses a buffered data acquistion system, in
which the Trigger Framework (TFW) drives synchronization of event fragments from different readout
crates. Therefore, each of the readout crates is required to have a crate controller, which needs to be
ale to recdve the TRW synchronization information. The later is didributed over the Serid
Command Link (SCL), and in addition to various timing and control signds contains a 16-hit
monotonicaly increesng Leve 3 transfer number for events, which were accepted by Leve 2. It
should be noted that the SCL does not transmit information indicating which trigger(s) passed for an
event.

In the Brown-ZRL or custom design, al crates are read out by VME Buffer Drivers (VBD) which have
two 256 kB buffers, and take over the VME bus when the crate controller requests that the crate be read

out. In principle, any dternate readout mechanism that can be made to emulate one of the two VBD
modes of operation could be used to read out the D@ detector.

2.2 Implementations

There are four different versons of VME crate readout used in the experiment: caorimeter; muon
detector; Level 2 trigger; tracking and Levd 1 (the last two use acommon crate design).

The cdorimeter crates dl have a module that receives the SCL sgnd, and ADC modules.  Unlike the
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other systems, the ADC readout does not proceed by direct memory access (DMA): each module
explicitly specifies the length of the data to be read. There are no processors in the caorimeter readout
crates. the crate controllers are located in a different crate. The caorimeter occupancy measured in Run
Il ais between 5 and 7 %. The occupancy will rise with luminogty. A consarvative factor of 2 to 3
increase in event sSze will be assumed for Run Il b. Caorimeter occupancy of 20 % corresponds to 4
kB per event per crate, or 4 MBpsat 1 kHz.

The dave modules in the muon detector are Muon Readout Cards (MRC). The Muon Fanout Card
(MFC) receives the SCL dgnds. A VME processor located in the crate and resident on the J2 bus
controls the MFC. The event size measured per muon crate is about 0.5 kB + 0.1 kB per minimum bias
interaction. Even at very high luminosties, thisremains small (< 2-3 kB/event).

In the Leved 2 system, both crate controllers and many of the daves have DEC dpha processors. The
average event Sze in Levd 2 craes is of the order of 0.5 kB per event. Projections estimate this could
increase by up to 40 % in Run I1 b, but this remains small compared to other systems.

Both the tracking detectors and the Level 1 crates use VME Readout Biffers (VRB) to store the data
while waiting for a Level 2 decison. Each readout crate has a VRB Controller (VRBC), which
receives the SCL sgnd and communicates with the VRBs and VBD. The average event sze in
tracking crates can reach 5 kB per event, and grows linearly with occupancy. It should be noted,
however, that dead time increases with the event size, forcing the latter to remain well below the 10 kB
mark.

System Cdorimeter Muon Leve 2 Trackingand L1
Runll aeventsze | <2kB <1kB <1kB <6 kB
Runll beventsze | <5kB <3kB <2kB <10kB

Summary of event sizes per crate in the various systems, both for Run Il aand Run 11 b.

3.0 A Commodity Readout System

A sysem composed entirdy of commercidly available components (except for a passve extender
board required to physicaly attach components to the existing VME system) can be used to read out
the D@ detector and build events directly into the memory of an appropriate Level 3 node. The man
components are Single Board Computers (SBC), network switches and the existing Leve 3 filter
nodes. The following figure is a schematic illustration of the system.
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Figure 1: An Ethernet based DAQ system

Event data are read from each VME bus by a SBC, and sent to a Level 3 node according to routing
indructions received from the Routing Master (RM) program, which runs on the SBC reading out the
Trigger Framework (TFW). The Routing Master chooses a node for event processing based on the
Levd 1 and Leve 2 triggers satisfied, and a lig of avalable buffers for each event type. Event
building is done in the Leve 3 node before passng the event through the Leve 3 filtering process.

Detailed descriptions of the hardware and software components follow.

3.1 Hardware

3.1.1 Single Board Computers

Single board computers have two applications in the system: As readout controllers for event data
(playing the role of the VBD in the custom system), and as a host for the routing magter.



When used as areadout controller the functions of a SBC are:
1)Usng VME, read event datainto its main memory.
2)UsngaTTL output level and aTTL input level, handshake with the reedout modules.
3)Buffer the event data in memory while waiting for routing information from the routing
mader.
4)Receive routing data from the routing master via Ethernet
5)Transmit event data to the appropriate Level 3 node via Ethernet.

When used as the routing master the functions of the SBC are:
1)Using VME, reed the trigger framework data into its main memory.
2)Usng an Ethernet interface, recaive "buffer free’ messages from the Leve 3 farm.
3)Run the routing master dgorithm which decides which events are to go to which Levd 3
nodes
4)Trangmit the routing information to dl the Single Board Computers functioning as readout
controllers.
These functions require that the SBC's have ample memory, fast VME access, very good processor
speed, 100 mbps Ethernet, and two channels of digitd 1/0.

Paticular care has been taken in surveying the VME interfaces avalable. Most new designs use the
Tundra Universe 1l chip for the VME-PCI interface. The Universe Il is a fully featured chip - it is
compliant with 32 or 64-hit PCl bus architecture, has a programmable DMA controller, offers flexible
interrupt logic and dlows address pipdining, required for caorimeter readout. Interndly, the chip has
independent FIFOs for inbound, outbound, and DMA traffic. Evauaions of the chipst on a VMIC
7750 show a dower handshake but faster data transfer than the existing VBD readout controllers. Thus
we will use a SBC with this chip.

Performance tests for VME readout have shown that the data transfer from the VME bus is likely to be
the limiting bandwidth factor for the board. Using 32 bit VME transers, the rate achieved for
cdorimeter crates is 4 bytes per 300 ns, or 13.3 Mbps. For al other crates, this goes up to 36 MB/s
because trandfers are made using block transfers, and 64 bit data transfers are used. However, only the
tracking detectors produce a data volume which could approach 10 MB/sec, so that one 100 mbps (>
11 MB/sec) Ethernet output will be able to handle the data flow. If a a future date, higher readout rates
are required, then the second fast Ethernet link on the board can be used, or a gigabit Ethernet card can
be added. This means that a safety factor larger than 4 is avalable usng current, readily available
Ethernet technology.

An integrated performance test has been performed by VME readout of a video memory, and output of
al event data over Ethernet. This test has been peformed usng an older SBC with a 200 MHz
processor, and a data transfer rate of 7 MB/sec was achieved at full CPU |oad.

The VMIC 7750 single board computer has the features described above. When this board is combined
with an Acromag PMCA470 digital 1/0 card, the necessary digital 1/0 functions can be performed. This
equipment is currently being used for a feashility test of the design principles in this TDR. The card
has a 933 MHz Pentium IIl processor, and a second, built-in 100 mbps Ethernet port available if a
second control network is needed.



3.1.2 Extender Board for the SBCs

This is the sole custom component in the sysem. Its main function is to mechanicaly support the 6U
commercid single board computers in the 9U readout crates, and to propagate sgnas. All dectrical
components are passve. The boards have dready been designed and a preproduction run
manufactured.

3.1.3 Cisco 2948 G

This is an Ethernet switch with 48 100 mbps ports and two Gigabit Ethernet ports manufactured by
Cisco. Four of these switches will resde in the moving counting house. Their function in the system is
to convert the copper 100 mbps Ethernet media connected to the SBC's to optical Gigabit Ethernet
media. This dlows the sysem to meet the requirement tha dl data sgnd leave the moving counting
house via optical technologies, and reduces the number of lines between the moving and fixed counting
houses to eight.

Usng 100 mbps Ethernet dso dlows for greater flexibility in choosng the SBC, as 100 mbps Ethernet
is a readily avalable festure on these types of computers. The switch is dso economica and essly
maintained: The switch adds less than $200 per port to the system, a substantid saving compared to a
pure Gigabit Ethernet implementation. It dso eases system diagnogtics as any single Ethernet port can
be monitored with modest 100 mbyps monitoring equipment.

These intermediate switches must add only trivid congestion or packet loss to the system, lest
performance be affected. Each switch has two opticad Gigabit Ethernet ports available to tranamit data
to the fixed counting house. Since we desire no congestion in the event building network, we must limit
the bandwidth into each 2948G to no more than 2 Gigabits per second. An implementation
guaranteeing this is to partition the switch into two, each partition having a Gigabit output Ethernet,
and no more than ten 100 mbps input Ethernet ports. In this configuration, the switch is non-blocking
and congestion cannot occur in the transmit buffers of the Gigabit Ethernets, since the raes are
matched. Therefore packet loss should be reduced to levels that do not affect performance.

The desgn has five 2948G switches for 65 crates, which should easly accommodate the load. For
further safety, contingency on these switches has been set to 100%, so that more can be added in case
needed.

3.1.4 Cisco 6509

The function of the Cisco 6509 switch is to move Ethernet packets containing event fragments to the
Level 3 nodes without sgnificant packet loss. The sdient specifications of the switch are its bandwidth,
buffering capability, and port count.

Bandwidth: The manufacturer's specified bandwidth for the Cisco 6509 switch fabric is 256
Gigabitgsec. It is an indudtry convention to compute this number by counting both “takeoffs and
landings’, o it is perhaps fairer to date the effective bandwidth as 128 gigabits/sec or 16 GB/sec. The
DA L3 data flow requirement for Run Il b is < 1GB/sec (~ 250 KB events @ very few x 1000 Hz).
Thus the chosen switch has a safety margin of a factor of 16 in bandwidth over the D% requirement
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and the switch will not saturate. In terms of Ethernet packets, the 6509 can transmit 100 Mpps, which
means the switch is cgpable of achieving full bandwidth for packets that are only 10% of the standard
maxima sze (1580 bytes). Since over 50% of the packets trangmitted in this design are fully loaded,
the safety factor hereiswell over afactor of 20.

Buffering: The surplus of bandwidth in the switch leads to the transmisson of Ethernet packets to the
gppropriate 100 Mbps output port without loss. At the output port, the packets are either buffered for
transmission, or discarded should buffering be unavailable. We will use the “Verson 4" blade that has
112 MB of output buffering for 48 100 Mbps ports, or over 2 MB per port, which is far greater than the
event 9ze. This dlows for dl SBC's to trangmit their data smultaneoudy without traffic control
sheping.

Switch peformance has been sudied in earlier versons of the 48-port, 100 Mbps blade. These
versons had 56 kB and 112 kB of dedicated transmit buffering, and smilarly modest amounts of

shared buffering. The tests confirmed that congestion could be controlled with the amount of data
present in ablade s tranamit buffers.

Port Count: The bandwidth presented to the Level 3 system congrains the bandwidth needed in the
switch and the number of input gigabit Ethernet ports. The 6509 switch is extended by the addition of
“blades’, with a nine blade maximum, the proposed system uses just three blades, meaning that the
system can be scaled up by an additiond 288 additionad Level 3 filter nodes. Cisco dso manufactures
achassisin the 6500 series switches cgpable of holding thirteen blades.

3.1.5 Level 3 Nodes

Forty-eight Level 3 nodes were purchased in summer 2001. These are dud 1 GHz Pentium 11l PCs
with GB RAM and two 100 mbps Ethernet ports. Event building is a very smple process of
concatenation of data blocks, and is not expected to consume more than 5 to 10% CPU time on these
nodes. Should event building turn out to require more resources, then additiond Level 3 nodes can be
purchased to provide the same CPU power to the filtering process. The natura number of nodes to
purchaseis 16, corresponding to one rack, which corresponds to a 33% increase in processing power.

3.2 Data and Control Flow

This section describes information flow through the sysem. A detalled description of each of the
software components follows in the next section. The flow of information through the system is shown
in the fallowing figure
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Figure 2: Data flow diagram

Solid lines represent data flowing from the SBCs to the Level 3 nodes. The routing master, shown in a
separate block, is a process running on the SBC reading out the TFW crate. Dashed lines show the
configuration and control information flow, from COOR (the run control software) to the supervisor,
and from the supervisor on to the Level 3 nodes on one hand and to the routing master on the other
hand. The routing megter further configures the SBCs.  Routing information is shown in dot-dashed
lines after making a decison, the routing master sends the relevant information to the SBCs, and a
regular intervas it recaves the number of avalable buffers from each Levd 3 node. For darity,
monitoring information is omitted from the drawing.

3.2.1 Configuration

At the gart of a run, COOR sends messages to the Level 3 supervisor indicating the run type (i.e. the
code that needs to be run on the nodes for the run), the number of nodes, the crates to be read out in the
run, and trigger bit information.

The supervisor then initidizes the appropriate number of nodes, and passes on dl the trigger
information, induding which crates should be present for each Levd 1 and Levd 2 trigger. The
supervisor o informs the routing master which nodes are available for this trigger bit mask.

The routing master then adds these nodes addresses to the node aray and communicates that
informetion to the SBCs (except for the TFW SBC). Another option here would be to send the full list
of node addresses &t the start of the first run.

Smilaly, & the end of a run, when COOR informs the supervisor a run is over, the supervisor
dedllocates the relevant nodes, and informs the routing mader that that trigger bit mask is no longer
active and the corresponding nodes are not available.  The routing master will ether indruct the SBCs
to remove these nodes from their internd list, or will sop sending routing information using the nodes
to the SBCs.



3.2.2 Event Data Flow

Event Data is read from the VME bus by the SBCs and sent to the filter nodes according to the routing
information recaived. All SBCs communicate with dl filter nodes, and the TFW SBC is specid in that
it S0 recelves data on available event buffers from the filter nodes.

Based on this data, and the triggers fired, the routing master chooses an avallable node, sends this
routing information to the SBCs, and sends the TFW data on to the appropriate filter node. This
scheme offers the advantage of providing a naturd way for the routing master to determine whether a
node is busy or dead.

3.3 Software Components

3.3.1 COOR

For the purposes of this document, it is sufficient to mention that COOR, the run control software,
tranamits al its messages usng ITC, a TCP-based communications protocol developed by the Fermilab
Computing Divison.

Information about which crates are to be read out in a paticular run is dready transmitted from COOR
to Level 3, so no additiona development is needed here,

3.3.2 Supervisor

The supervisor acts as the interface between COOR and the Level 3 system. At the gart of a run, it
receives configuration information from COOR, which specifies the number of nodes to dlocate to the
run, the type of code to run on the nodes, the crates that should read out for events in the run, and the
trigger lig. The later incdudes the Level 1 and Leved 2 trigger bit mask, and the Leve 3 trigger lidt.
To gart the run, the supervisor dlocates and initidizes the gppropriate nodes, and transmits the trigger
information, including the crates to be read out for each trigger bit. It transmits the trigger bit mask to
the routing master dong with the addresses of the nodes configured for the events coming in on one of
those triggers.

The supervisor is dso responshble for deallocation of nodes a the end of a run, and transmisson of
additiond trigger information during the course of arun.

The supervisor emulation, which has been developed for the linux filtering farm, can communicate
with COOR, dlocate and dedlocate nodes, and transmit the relevant trigger information to the nodes.
Essntidly no eror handling exists, and multi-run capability is being developed with low priority snce
this is for tesing purposes only. Additiond work is required for implementation of communications
with the routing mester (one week FTE), the implementation of multi-run capability (four weeks FTE),
tesing in a red environment, and the implementation of eror recovery. While the later is likdy to
continue a a low level for a long time, it seems reasonable to estimate that reliable operation could be
reeched within 1 month FTE. The totd effort required for the supervisor is then nine weeks FTE.
Alternatively, the exising NT supervisor could be modified to provide the functiondity with a amilar
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time estimate to completion.

3.3.3 Routing Master

At initidization time, the routing master tranamits a mader node index to the SBCs, associating each
recaiving process on a filter node with a smple number.  When it receives run dat information from
the supervisor, it associates the indicated node addresses with the recelved trigger bit mask. When an
event passes one (or more) of the triggers in that run, the routing master compares the fired trigger bit
mask with the trigger bit masks in memory, and chooses an available filter node cgpable of handling
this event for processing. It sends the TFW data to that node and the node index dong with the event's
Leved 3 transfer number (a tota of 32 bits) to the other SBCs (each message to the SBCs is likely to
contain information for multiple events).

It should be noted tha the agorithmic part of the routing master is very amilar to the exising Event
Tag Generator (ETG) emulator. Code that makes routing decisons based on Trigger Framework
(TFW) information exigts, and is fast enough.

This component's basc functiondity is farly easy to implement, but it will require some careful tuning
gnce it drives the intrindc system latency, a key isue tha will determine the system's ability to
recover from problems. We edimate that it will take three FTE weeks to implement the functiondity,
with a consarvative estimate of one additionad FTE month to bring the software to a date of reliable
operation with low latency (total: seven weeks FTE).

3.3.4 SBC Readout Software

Given a Level 2 accept, the readout controller software acquires event data from a VME crate, and
places this data into shared memory. Within the next 0.5 seconds, the software acquires routing
information from the routing master. The routing data is placed into shared memory, and events having
routing information are sent to the appropricte Levd 3 node. After an event is tranamitted the
corresponding shared memory buffering resources are freed.

The design requires configurable physicad memory buffers. The VMIC 7750 board has 128 MB of
memory, most of which is available for this purpose. Under normd running conditions, this congtitutes
five or more seconds of event buffering.

VME Daa Acguistion The SBC runs LINUX, which is not a true red time operaing system.
Therefore it is important that event data be acquired efficiently and with determinigtic timing, so that
no dead time is generated. To achieve this, VME data acquidtion is implemented not as a conventiond
UNIX process, but as a series of interrupt service routines. Therefore, jitter is limited to interrupt
latency times, and not LINUX scheduler latency times.

The readout handshake signas are tranamitted on the J3 bus. This requires the addition to the SBC of a
digitd 1/0 card, wired to this bus. This card and the Universe Il chip provide the interrupts driving the
readout.
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Routing Information: At the beginning of a run, the Routing Information Recelver (RIR) recalves the
master node index table from the routing master, and places it into user space. Subsequently, it waits
for routing information from the routing master, and places it in shared memory.

Event Transmisson: The Event Dispatcher (ED) process runs in user space. At the start of a run, after
the master node index table has been received, this process opens connections to dl the filter nodes.
When routing informetion is availadle it sends dl the event fragments for which it receved the
destination node, and goes into a waiting mode.

In addition to these, there is an information process keeping track of the SBC datus, and exporting it to
TBD.

Software development work is supported portably by a network receiver process, which receives event
fragments and sends routing information.

Note tha the TFW SBC is specid snce it aso runs the routing master and dl the associated
communication lines

3.3.5 Level 3 Nodes

Each Levd 3 filter node runs event building, event 10, and filtering software. The event building
software needs to be developed, while the event 1O and filtering software exist, and need no dedicated
modifications. The expected event rate to agiven Level 3 nodeis 20 Hz.

On initidization, the event builder receives the trigger bit mask it will process, and for each trigger, the
lig of SBCs from which it should receive event fragments. The event builder establishes connections to
the SBCs, holding these connections open for the duration of the run. At the tart of a run and agan
when its input queue hits the “dmogt empty” watermark, the event builder notifies the routing mester
of the number of complete events it can receive smultaneoudy. This conservetive estimate is based on
the event processing time,

Event fragments are tranamitted using ITC. In the event builder, ITC software receves event data
fragments into a managed memory hesp. The core event builder process places pointers to these
fragments, sorted by crate number, into event fragment lists. It asserts that the event number is within
some reasonable range from the “current event” and that the crate number is not a duplicate, and is in
the crate lig for this type of trigger. By mantaining lists of fragment pointers, the event builder avoids
additiona intermediate memory copy operations of event data.

After a time-out, if event fragments ae missng (.e some craes ae ill missng) then an eror
message is produced and the event is dropped.

Otherwise, when the event is complete, its fragment list is put on the output complete event queue
waiting for space in shared memory. When shared memory is avalable, a block of memory of exact
sze is dlocaed, the event is built, and the space holding the fragments is freed. Findly, the event is
made available to the event 10 process. Multiple events are processed in this way smultaneoudy.
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Development of the code is estimated to take three weeks FTE, to which an equivadent amount of time
has to be added for fine-tuning and debugging in an integrated environment.
It should be noted that on a 400 MHz machine, receiving 5 MBps from 50 sources takes about 30% cpu

timewhenusng si gi o( ), (andupto 80 % whenusngsel ect () ).

3.4 System Feasibility (“Slice”) Test

To demondrate the sysem’s feashility, development of a full dice of the sysem was darted in late
August 2001. This so-cdled “dice’” test has 10 SBCs, a Cisco 2948 G switch, a Cisco 6509 switch
with a verson 4 blade, and makes use of some of the existing Level 3 fam nodes. The mgor risks to
be investigated on the hardware sde are @ VME integration problems with some of the readout
modules, b) insufficient performance by some of the network eements, and c) generation of coherent
noise in the caorimeter ADCs by the SBCs. Software-wise, the test is an important factor in the
edimation of the effort needed for development and integration, and will expose @ insufficient
understanding of the system itsdlf, and b) bugs in both existing and new software.

The fird SBCs were received a the end of October, smultaneoudy with the Cisco 2948G and the
verson 4 blade, which was ingaled in a spare 6509. At this stage (November 26" 2001), the
followmg milestones have been achieved:
Stable readout of a calorimeter crate over a period of days a 500 Hz (limited by the TFW readout).
Stable readout of atracking crate over aperiod of daysa 7 kHz (using interna event generation).
Stable dua readout of the TFW crate over a period of weeks. Here dud readout means that for
each event the data is read by both an SBC and the VBD. This mode of operation is essentid for a
smooth trangition between the existing system and the proposed one (see below).

Coordinated readout of the TFW and a cdorimeter crate with routing and event building. This
establishes the viability of the software design: both the connection setup and data flow proceed as
expected.

Further short-term tests include:
Readout of a muon crate.
Event building with more than 2 crates and passing on of the event to the filtering process.
Examination of calorimeter data for SBC-induced coherent noise.
Attempting to congest the network between the 2948G inputs and the Level 3 nodes.

The dice test will demondrate that none of the potentiad hardware risks are red, and that the
occurrence of remaining software problemsiis reduced to an acceptable frequency for initia running.

4.0 Transition from the Existing System

The trandtion from the exiging sysem to the commodity system requires specia atention because the
DAQ downtime needs to be minimized. Detector readout is required not only during physics running,
but dso during longer shutdowns since these are the times during which sub detector repairs and
improvements are done.
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To be able to continue development at dl times, three solutions to operate the routing master have been

considered:

- A TRW-emuldion crate exigs in which both the Level 3 tranfer number and the so-cdled Leve 1
qudifiers are available for readout by the routing master SBC. Each of the 16 Levd 1 qudifiers
corresponds to a subset of the 128 Leve 1/Leve 2 trigger bits, so that this system can emulate the
TFW with lesser data
It is possible to read out the TRW crate twice, once through the VBD, and once through an SBC.
The pendty is a factor of two in speed, which is probably not an issue until 500 Hz is reached, and
the addition of afew wiresto the TFW VRBC
Both the exiging sysem’s Event Tag Generator emulator (ETG) and the routing master can coexist
on one PC and share the TFW data.

All of these options will dlow continuous sysem devdopment in a redigic environment without

perturbation to the detector readout.

To smooth the trangtion period, dl of the readout crates should be tested individudly beforehand, to
identify possible glitches due to dow rise times, margind voltage vaues, etc. This can be done usng
any of the three development routing master options during acceerator downtimes. Assuming one day
of accderator studies per week but no other downtime, and successful testing of and average of sx
crates per day, this would take ten weeks in red time. This schedule has a built-in contingency because
the expectation isto try up to ten crates on aday, and assumes excellent accderator running.

The fastest way to make the switch from the exising system is then a gradud move in which detector
subsystems are converted one-by-one.  This requires a routing master which operates in conjunction
with the exiging ETG emulator: the Level 3 node which receives the event will recelve event
fragments from SBC's as wdl as through the current path. This requires the addition of some features
to the routing master, ETG emulator, event builder, supervisor and NT node code, but dl of these are
limited in scope and should not require more than a few days to implement. The advantages of this
approach include not only fagter trangtion, but dso deding with a smdler number of craes a a time.

The disadvantage is that scheduling is difficult Snce accderator downtimes longer than a sngle day are
preferred (certainly for the firg system). Experience acquired during the testing of individud crates
should prove extremely vauable. This process can dart as soon as 2 weeks after individud crate
testing has started, and is expected to take about 3 months due to the scheduling difficulty.

5.0 WBS Summary

The work is broken down into 4 magjor components.

The firs mgor component is the development and maintenance of the overdl system architecture.
This includes promulgeting the system concepts to the people doing the work and developing written
documentation. The sysem concepts obvioudy include the data and control flow, but aso the
monitoring and Specification of the system’s qudities, monitoring of the project for completeness and
needed changes, overseeing non-functiond agpects of the sysem and the incluson of the sysem in
Critica Sysems plans etc.

The second component focuses on the hardware aspects, their specification, procurement and
indalation. The maintenance of hardware drawingsis part of this.
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The devdopment of the software is the third mgor component of the WBS. To minimize schedule
dippage, the software components are decomposed into elements as much as possble, so that the time
estimates to completion can be based on alarger number of small projects.

The find pat condders the essentid components of system integration.  This includes demondration
that every dngle crate can be read out in dtanddone mode, integration of the various software
components, development of trangtion software, and the actua trangtion (i.e. sequentid conversion of
each of the detector's systems). There is a potentiad risk here, which cannot be addressed during the
dice test: Mediocre peformance by one or more crates will require identification and repar or
replacement of the faulty component.

5.1 Schedule

An MS Project file of the schedule has been developed. The work to be done is broken down into 4
maor components. system architecture, hardware, software and integration. The system architecture
involves the system design and documentation and naturaly requires contributions from dl involved.

The second part of the WBS concerns system hardware specification and procurement.  Procurement is
a dgnificant factor driving the schedule. Time edimates are based on experience, and the only
potential problem is related to the SBC's. The boards available on the market use the latest processors
and usudly have not yet reached production quantities a the time they will be ordered. It should be
noted however that system integration could start with only 15 boards on hand. Assuming a decision to
proceed is made on January 2" 2002, then al the hardware should be on hand by April 16". This
includes one week to dtart the process, three months procurement time and one week to prepare the
hardware for ingalation.

For the software part, estimates are based on a fine segmentation of the tasks, previous experience with
smilar software projects, and developer input (development of most of the software components has
dready darted). It should be noted that software development has started with the “dice” test, which
leads to some avalable dack in this pat of the schedule, since the currently expected date of
completion is March 19", 2002. But the software schedule relies on a high level of commitment from
the developers, and the available manpower is limited.

The sygem integration eimate is based on experience.  The posshility to read out the trigger
framework crate twice, once through the SBC and a second time through the VBD, dlows both systems
to coexig and make system integration much eesier. In this mode, the required DAQ downtime is
minima, such tha inteference with the experiment's ongoing operation is kept smdl.  Trangtion
software needs to be written to make this possble. The converson of crates from one system to the
other assumes crates will be tested during regularly scheduled accelerator studies, with full subdetector
converson performed when an opportunity arises.  Full converson of the DA data acquidtion will be
completed by July 18", 2002.
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Tablel: Milestones

Begin Testing at DO 10/31/01
All Crate Types Tested 11/30/01
Software Specifications Available  11/30/01
Decision To Implement 1/2/02
Transition Software Complete 1/29/02
Software Integration Complete 3/19/02
SBCs and Switches Available 4/16/02
Full System Operational 7/18/02

5.2 Cost Estimate

An MS Excd file with the cost estimate has been developed, of which the summary is shown in Table

2. The contingency for each item has been evauated as follows:

The cost for each type of network component iswell known, so a 10 % contingency has been
assgned, with the expectation being that the cost will be lower than the present estimate. For some
of the network components, the contingency is set a 100 % to alow for a doubling of the numbers
should these units under-perform.

For the SBC's, the 30 % contingency corresponds to the possibility that a different board may be
used if tests with the VMIC 7750 or Acromag card are not satisfactory.

The cost for an additiona rack of nodes is somewhat uncertain. While computer costs go down, it
might not be possible (or wise) in the near future to purchase nodes identical to the current ones.
Therefore, a 30 % contingency has been estimated.

The item listed as cables, patch pands etc. incudes dl the smaller components not explicitly listed,
leading to a corresponding uncertainty in cost estimated at 50 %.

The network diagnostic equipment essentially consists of portable PC’ s with the gppropriate
hardware and software to examine data at various points in the network.

A test stand will be needed to debug SBC failures or other problems both during development and
running. The mgor uncertainty thereis driven by the lack of knowledge of the most frequent
fallure modes. It is assumed more expens ve equipment like an oscilloscope can be borrowed from
the exigting poal.

WBS 1.1
WBS ITEM CONTINGENCY
11 Commodity DAQ M&S TOTAL
TOTAL % Cost Cost

111 Shitches 95,189 49 46,678 141,866
112 BCs 278,140 0 83,442 361,562
113 Level 3 Nodes 35,000 100 35,000 70,000
114 Cables, patch panels, etc. 35,000 50 17,500 52,500
115 Network diagnostic equipment 20,000 0 6,000 26,000
116 Teststand 19,000 46 8,650 27,650
1.1 Total 482,328) 41 197,270 679,598

Table2: Cost Summary
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